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Abstract— In this paper we address the problem of data burst
grooming in optical burst-switched (OBS) networks. In OBS net-
works IP packets with the same destination are assembled into larger
packets calleddata bursts. Depending on the core node’s switching
technology, data bursts are required to have a minimum length. On
the other hand, each IP packet in a burst has a time delay constraint,
called maximum end-to-end delay, which determines the upper time
limit before which the packet must reach its destination. Thus, a
data burst cannot wait indefinitely until sufficient number of IP
packets are assembled and the minimum burst length requirement
is met. In order to satisfy the packet maximum end-to-end delay
requirement, many bursts will be timed outand released before they
reach the minimum length requirement. Under such circumstances,
padding overhead must be added to these short bursts, calledsub-
bursts. Excessive padding results in high overhead and high data
burst blocking probability. One approach to minimize the amount of
padding overhead, while maintaining the end-to-end delay require-
ment of IP packets, is togroommultiple sub-bursts together. That is,
sub-bursts with different destinations are aggregated together at the
edge node and transmitted as a single burst until they are separated
at some downstream node. In this paper we present an edge node
architecture enabling burst grooming capability. We also develop two
basic grooming approaches, namely No-routing-overhead(NoRO)
and Minimum-total-overhead (MinTO). Through a comprehensive
simulation study we show that, in general, our proposed grooming
algorithms can significantly improve the performance compared to
the case of no grooming. However, careful considerations must be
given to network loading condition and the number of sub-bursts
allowed to be groomed together. We show that although simple
greedy algorithms can reduce network overhead, they may alter
the traffic characteristics and increase its burstiness, resulting in
high packet blocking probability.

Index Terms— Burst assembly, dynamic traffic, edge node ar-
chitecture, grooming, optical burst switching, padding overhead,
routing overhead.

I. I NTRODUCTION

The amount of raw bandwidth available on fiber optic links has
increased dramatically with advances in dense wavelength divi-
sion multiplexing (DWDM) technology; however, existing optical
network architectures are unable to fully utilize this bandwidth to
support highly dynamic and bursty traffic. Optical burst switching
[1] - [2] has been proposed as a new paradigm to provide the
flexible and dynamic bandwidth allocation required to support
such traffic. In OBS networks, incoming data is assembled into
basic units, referred to as data bursts, which are then transported
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over the optical core network. Control signaling is performed
out-of-band by control packets which carry information such as
the length, the destination address, and the QoS requirements of
the optical data burst. The control packet is separated from the
data burst by an offset time, allowing the control packet to be
processed at each intermediate node before the data burst arrives.
OBS provides dynamic bandwidth allocation and statistical multi-
plexing of data. Aggregating IP packets into large sized bursts can
compensate for slow switching time at core nodes. Core nodes
with slower switching times require larger minimum burst lengths
in order to minimize the switching overhead.

An important issue in OBS networks is data burst assembly.
Burst assembly is the process of aggregating IP packets with the
same destination into a burst at the edge node. The most common
burst assembly approaches aretimer-basedand threshold-based.
In a timer-based burst assembly approach, a burst is created
and sent into the optical network when the time-out event is
triggered. In a threshold-based approach, a limit is placed on
the number of packets contained in each burst. A more efficient
assembly scheme can be achieved by combining the timer-based
and threshold-based approaches [5] - [8].

IP packets assembled in a data burst have a time delay
constraint, calledmaximum end-to-end delay, determining the
deadline by which the packet must reach its destination. Thus, the
main motivation for implementing the timer-based burst assembly
approach is to ensure IP packets don’t wait at the edge node’s
assembly unit indefinitely before its maximum end-to-end delay is
violated. If the arrival rate of incoming IP packets with the same
destination is low, bursts are timed out and released before they
reach their minimum burst length requirement determined by the
core node switching time. Under such conditions, the timed out
burst is smaller than the minimum length requirement. We refer to
these short bursts assub-bursts. Padding overhead must be added
to sub-bursts in order to satisfy the minimum length requirement.
However, excessive padding results in high link utilization and
data burst blocking probability. Furthermore, when data bursts
are timed-out, their aggregated IP packets will experience higher
average delay. These concepts are illustrated in Fig. 1. In case
(a) the data burst reaches its maximum size before it is timed
out. Case (b) represents a situation in which the burst is timed
out before it reaches its maximum size. In case (c) the data burst
is timed out before it reaches the minimum required length and
padding overhead must be added. Note that in this paper, we
mainly focus on case (c) where the incoming IP packet arrival rate
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Fig. 1. Illustrating the time-based and threshold-based burst assembly approaches.

is low. Hence, we only assume a timer-based data burst assembly
approach.

One approach to minimize the amount of padding overhead,
as well as the average end-to-end IP packet delay due to low IP
packet arrival rate is togroombursts. Burst grooming is defined
as aggregating multiple sub-bursts with different destinations
together at the edge node and transmitting them as a single
burst until sub-bursts are separated at a downstream node. In
this process, some sub-bursts will have to be routed on multiple
logical hops, where each logical hop corresponds to sub-burst
retransmission.

The problem of aggregating and routing sub-bursts together,
as well as determining their wavelength assignment, is referred
to as thedata burst grooming problem. Heuristic algorithms that
attempt to solve the data burst grooming problem are referred to
asburst grooming algorithms. These algorithms differ depending
on their aggregation and routing criteria. For example, issues such
as which sub-bursts and how many sub-bursts can be groomed
together, or how long the accumulated length of the groomed burst
should be, can have significant impact on the efficiency of the
grooming algorithm under different network loading conditions.

The concept of burst grooming has been extensively studied for
various circuit-switched WDM network topologies (ring, mesh,
etc.) under different traffic scenarios (static or dynamic) [9] - [12].
The basic idea in all these problems is to share the wavelength
dedicated to an established connection. The objective of data burst
grooming in OBS over WDM networks, however, is to aggregate
multiple sub-bursts to share the data burst created to satisfy a
request. Data burst grooming in OBS has not received much
attention in the literature. In [13] the authors consider data burst
burst grooming at core nodes where several sub-bursts sharing
a common path can be aggregated together in order to reduce
switching overhead. The aggregated sub-bursts can be separated
at a downstream node prior ro reaching their final destinations.

In this paper we address the problem of data burst grooming
in OBS networks. In our study, we concentrate on grooming
data bursts at the edge nodes. This study is motivated by the
following network constraints: (a) the core node switching time
is much larger than the average IP packet size; (b) there is a
maximum end-to-end delay tolerance for incoming IP packets
passing through the network.

The main contribution of this paper is an edge node architec-
ture for enabling burst grooming, as well as several data burst
grooming heuristic algorithms. Using simulation we examine the
performance of our proposed grooming algorithms under specific

network conditions. We compare our results with those obtained
without burst grooming in terms of blocking probability and
average end-to-end IP packet delay. We show that our proposed
burst grooming techniques lead to performance improvement
when the IP traffic arrival rate is low.

The remainder of this paper is organized as follows. In Section
II, we describe the proposed edge node architecture in OBS
networks capable of supporting data burst grooming. Section III
formulates the data burst grooming problem and describes issues
pertaining to the grooming heuristics. Section IV provides de-
scriptions of two proposed grooming algorithms and details their
characteristics. The performance results for each algorithm are
presented in Section V. Possible modifications to each algorithm
are also discussed and investigated. Finally, Section VI concludes
the paper.

II. N ODE ARCHITECTURE

The general core node architecture is described in detail in [3]
and [4]. We assume that the switching time for core nodes is
given asτ , and that the minimum required data burst duration
is defined as a function ofτ ; i.e., LMIN = f(τ). Throughout
this paper, we refer to sub-bursts as the aggregated IP packets
with the same destination, whose total length is less thanLMIN .
Hence, a transmitted burst can contain multiple sub-bursts.

Fig. 2 shows the basic architecture of an edge node supporting
data burst grooming. An ingress edge node, which generates
and transmits data bursts to core nodes, performs the following
operations: (a) burst assembly: aggregating incoming IP packets
with the same destination (or other similar characteristics) in a
virtual queue (VQ); (b) sub-burst grooming: combining multiple
sub-bursts from different VQs into a single burst; (c) burst
scheduling: attaching padding and preamble (framing) overhead
to the bursts and scheduling them for transmission on an appropri-
ate channel; (d) BHP generation: constructing the header packets
and transmitting them prior to their corresponding data bursts.

In the egress path, as shown in Fig. 2, an egress edge node
performs two basic functions: burst disassembly and IP routing.
Upon receiving a data burst, the edge node initially disassembles
the burst. The extracted sub-bursts, which need to be retransmitted
to the downstream nodes are sent to the assembly unit, while
the remaining sub-burst will be directed to the IP-routing unit.
The IP-routing unit is a line card responsible for disassembling
each sub-burst and sending its embedded packets to appropriate
IP routers in the access layer of the network. We assume that
the total IP packet delay in the network must be less that the
maximum tolerable end-to-end packet delay, denoted byTe.

III. B URST GROOMING

In this section we first introduce some basic definitions and
formulate the edge node grooming problem in OBS network, and
then describe our proposed grooming algorithms.

A. Data burst grooming

We denote a sub-burst asb. Each sub-burstb consists of multi-
ple IP packets with the same destination and can be characterized
by its source, destination, and length:Sb, Db, and Lb. As soon
as an IP packet with destinationDb arrives to a node, a timer



Sub-

bursts
 T


X


1


R

X


Incoming

IP Packets


Assembly Unit
 Grooming Unit
 Scheduler Unit


BHP

Gen.


Padding Overhead


Preamble Overhead


Data

Bursts


Disassembly Unit
IP Routing


Ingress

Path


Egress

Path


1


L
MIN

Q


Q


W+1


1


n+1

VQs


Fig. 2. An edge node architecture supporting burst grooming withQ ports and
W data channels and one control channel on each port.

is set for sub-burstb. The sub-burst will be released when it is
timed out. The time-out value for data bursts in each virtual queue
is bounded by the difference between the maximum tolerable
end-to-end packet delay,Te, and the sum of source-destination
propagation delay and node processing delays, which includes
the burst disassembly time at the destination node. In addition to
the aforementioned parameters, each sub-burst,b, has aremaining
slack time, denoted asδb. The remaining slack time is defined as
the remaining tolerable end-to-end delay the sub-burst can tolerate
before it reaches its destination.

We represent a groomed data burst byG = {b0, b1, b2, ...},
which is constructed by aggregating a number of sub-bursts with
different destinations. We consider the first element (sub-burst) in
the grooming set (b0) as the timed-out sub-burst, which must be
routed on a single hop. Hence, the first hop for all sub-bursts in
G will be the node corresponding to the destinationDb0 . In our
notation|G| indicates the number of sub-bursts groomed together.
Clearly if |G|=1 no grooming has been performed. Furthermore,
we refer toGMAX as the maximum number of sub-bursts which
are allowed to be groomed together prior to transmission, hence
|G| ≤ GMAX .

We define thehop-delayas the delay time imposed on an
incoming sub-burst due to electronic processing. In our study,
we only consider the maximum hop-delay, expressed asTh, and
assume it is the same for all nodes. It is clear that the timed
out sub-burst can only be groomed with any other sub-burst,bi,
whose remaining slack time satisfies the following expression:

Tp(Sb0 , Db0) + Tp(Db0 , Dbi) + Th ≤ δbi ≤ Te. (1)

In the above expression,Tp(s, d) is the propagation delay from
nodes to noded. Note thatδb for any given sub-burst is bounded
by Te.

When G reaches its first destination node,Db0 , sub-burstb0

is dropped. Then, each remaining sub-burst,bi, in the grooming
set G, is directed to its proper virtual queue and its slack time
is reduced byTh + Tp(Sb0 , Db0). Incoming sub-bursts may be
aggregated with the existing IP packets waiting in the corre-
sponding virtual queue. In this case, the remaining slack time
of the combinedsub-burst is set to the remaining slack time of
the earliest packet in the queue.

We illustrate the above concepts using the example shown
in Fig. 3. In this example, The sub-burst at Node 1 going to
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Fig. 3. A simple network carrying groomed data bursts.

Node 3 is timed out and it is groomed with another sub-burst
with destination Node 7, in order to meet the minimum length
requirement. At Node 3, the sub-burst with destination Node 3
is dropped. The remaining sub-burst going to Node 7 will be
groomed with another sub-burst with destination Node 6. At Node
7, the sub-burst going to Node 6 is sent to the proper virtual queue
and combined will all existing IP packets in the queue. When the
timer is expired, the combined sub-burst going to Node 6 must
be transmitted. In this case, since the minimum length is not met,
padding overhead is added.

When a sub-burstb0 is timed out, the burst grooming algorithm
finds the appropriateG (b0 ∈ G) among all possible grooming
combinations. Selection of the grooming set is based on the
optimization objective of the grooming algorithm. Aggregating
multiple sub-bursts reduces thepadding overheadand conse-
quently the network utilization, which in turn, can improve
the blocking probability. However, this can potentially result in
routing the groomed sub-bursts over longer physical paths. This
phenomena, referred as therouting overhead, can impact the
network throughput.

For example, consider Fig. 3, where at Node 1 the timed-out
sub-burst going to Node 3 is groomed with the sub-burst going to
Node 7. We denote the physical hop distance between node pair
(s, d) by Hp(s, d). In this case, the sub-burst going to Node 7,
will be traveling overHp(1, 3) + Hp(3, 7) = 3 + 3 = 6 physical
hops, where as the shortest path between Node 1 and Node 7
includes only 2 physical hops:Hp(1, 7) = 2. This example,
demonstrates that simple greedy aggregation of sub-bursts can
have adverse effects. Consequently, an effective grooming policy
must minimize both the padding and the routing overhead while
minimizing additional hop-delay.

B. Problem formulation

In an OBS mesh network, data burst grooming can be per-
formed at the edge node. In this case, each individual edge
node must decide how to aggregate individual sub-bursts with
durations smaller than the minimum length requirement, in order
to optimize the throughput and reduce the probability of burst
dropping. Hence, we can formulate the data burst grooming
problem at the edge node as follows.Given the entire network
information (including the physical network topology and full
routing knowledge between all node pairs), the minimum required
data burst duration, the maximum end-to-end delay that each
IP packet can tolerate, and that a given sub-burst with duration



smaller than the minimum required length has timed-out,find the
available sub-bursts,bi, which can be aggregated with the timed-
out sub-burst,b0, in order to minimize blocking probability.

We consider the following assumptions: all edge nodes have
full grooming capability with no wavelength converters, and
all transmitters and receivers are tunable to all wavelengths;
all incoming IP packets have arbitrary lengths and a single
destination; data bursts with durations shorter than the minimum
burst length requirement will be subject to padding overhead;
all IP packets in a virtual queue must be transmitted together.
In addition, in this study, we focus on networks with low IP
traffic arrival rate; thus, only a timer-based triggering scheme
is assumed. We assume source routing, where the source node
knows the entire path for all sub-bursts.

C. Description of grooming algorithms

An intuitive approach to reduce packet blocking probability
is to develop effective grooming algorithms in order to reduce
overall network overhead. The efficiency of grooming algorithm
can be affected by several parameters, including the number
of sub-bursts which can be groomed together, the accumulated
length of the groomed sub-bursts, and the way groomed sub-
bursts with different destinations are routed. These parameters can
have conflicting impacts under different network conditions. For
example, under light loading condition, having fewer constraints
on the above parameters may considerably reduce the network
overhead, resulting in higher network throughput. On the contrary,
under moderate loading condition, asserting no constraints on the
above parameters may notably alter the traffic characteristics and
increase traffic burstiness, resulting in higher packet blocking.

We distinguish grooming algorithms by the way the source
node calculates the padding and routing overheads due to burst
grooming. Since the source node has no knowledge about the
traffic between other node pairs, its padding overhead calculations
are based on worst caselocal estimations. In our study, we
consider two grooming algorithms: No-routing-overhead(NoRO)
and Minimum-total-padding-overhead(MinTO). In the first ap-
proach, we perform burst grooming only if no routing overhead
is added and all sub-bursts travel through their shortest paths. In
the MinTO algorithm, we relax the overhead routing constraint
and assume that grooming can be implemented as long as the
combined padding and routing overheads is reduced or maintained
the same.

No-routing-overhead algorithm (NoRO):The main objective
in this grooming algorithm is to select the grooming set,G =
{b0, b1, b2, ...}, such that there is no routing overhead. The relative
routing overhead for each sub-burstbi in the grooming setG is
calculated as follows:

Roh(bi) =
Hp(Sb0 , Db0) + Hp(Db0 , Dbi)

Hp(Sb0 , Dbi)
, (2)

whereb0 is the timed-out sub-burst andHp(s, d) represents the
number of physical hops on the shortest path between node pair
(s, d). Having Roh(bi) = 1, indicates that the destination of the
timed-out sub-burst,Db0 , is on the shortest path to the destination
of the groomed sub-burst,Dbi . The total relative routing overhead

for a given grooming setG will be

TRoh(G) =
∑

bi∈G,bi 6=b0

Roh(bi). (3)

Consequently, the NoRO algorithm only considers the grooming
sets withTRoh(G) = |G| − 1.

We now describe the details of the NoRO grooming algorithm
as sub-burstb0 is timed out. We denote all available sub-bursts
in n+1 different virtual queues as a set ofS = {b0, b1, ..., bi, ...}
and assume the length ofb0 is denoted byLb0 .
• Step 0: Let G = {b0}, Š = ∅, | Š| =0, and

S = {b0, b1, ..., bi, ...}
• Step 1: For each bi ∈ S, i ∈ [1, n]:

– If δbi
satisfies eqn. (1) continue;

else, delete bi from S and go back to
step 1;

– If Roh(bi) = 1, save bi as a feasible
grooming solution: bi →Š; else, delete
bi from S and go back to step 1;

• Step 2: For each bj ∈ Š, j ∈ [1,m], m=| Š|
and m ≤ n:

– Select bj with the largest length in
Š: bj → G

– Set LG = LG + Lbj and remove bj from Š.
– If LG < LMIN and |G| < GMAX and

go to Step 2; else, terminate the
algorithm.

Minimum-total-overhead algorithm (MinTO):The NoRO algo-
rithm is verystrict in the sense that it only allows grooming along
the shortest paths and it allows noroute deflection. We define
route deflection distance,∆(b0, bi) as the number ofadditional
physical hops a sub-burst,bi, must traverse, when compared to
its shortest path, before it reaches its destination:

∆(b0, bi) =
(Hp(Sb0 , Db0) + Hp(Db0 , Dbi))−Hp(Sb0 , Dbi). (4)

For example, referring to Fig. 3, the sub-burst going to Node 7
from Node 1 will have to tolerate a route deflection distance of
(6-2)=4. The route deflection constraint imposed in the NoRO
algorithm can be relaxed by allowing sub-bursts to be groomed
as long as the combined relative routing and padding overhead
is less or equal than the padding overhead resulting when no
grooming is implemented. We define the relative routing and
padding overhead,RPoh(bi), when sub-burst setG is groomed
with bi, wherebi does not belong toG, as follows:

RPoh(bi) = {max(LMIN , LG + Lbi) ·Hp(Sb0 , Db0)+
bj 6=b0∑

bj∈G

max(LMIN , Lbj ) ·Hp(Db0 , Dbj )+

max(LMIN , Lbi) ·Hp(Db0 , Dbi)}/
{

∑

bj∈G

max(LMIN , Lbj ) ·Hp(Sb0 , Dbj )+

max(LMIN , Lbi) ·Hp(Sb0 , Dbi)}. (5)

Details of the MinTO grooming algorithm as sub-burstb0 with
lengthLb0 is timed out are as follow:



• Step 0: Let G = {b0}, Š = ∅, | Š| =0, and
S = {b0, b1, ..., bi, ...}

• Step 1: For each bi ∈ S, i ∈ [1, n]:
– If δbi

satisfies eqn. (1) continue;
else, delete bi from S and go back to
step 1.

– If ∆(b0, bi) is less than maximum
allowable route deflection distance
continue to the next step; else,
delete bi from S and go back to Step
1.

– If RPoh(bi) ≤ 1, save bi as a feasible
grooming solution: bi →Š; else, delete
bi from S and go back to Step 1.

• Step 2: Find bj with the smallest RPoh(bj)
and largest length where RPoh(bj) ≤ 1;
bj∈Š, j ∈ [1,m], m=| Š|, and m ≤ n:

– If bj exists, update the grooming set:
bj → G, LG = LG + Lbj , remove bj from Š,
and continue; otherwise terminate the
algorithm.

– If LG < LMIN and |G| < GMAX and go
to Step 2; otherwise terminate the
algorithm.

D. Algorithm analysis and comparison

In this section we take a closer look at the MinTO algorithm
and examine its performance under three different loading con-
ditions. For simplicity we assume that maximum number of sub-
bursts that can be groomed in a single burst is two,GMAX = 2.

(a) LG, Lb0 , Lbi < LMIN : In this case (5) will be reduced to

RPoh(bi) =
Hp(Sb0 , Db0) + Hp(Db0 , Dbi)
Hp(Sb0 , Db0) + Hp(Sb0 , Dbi)

, (6)

which must be less than unity forG = {b0} to be groomed with
bi. Using (4), the necessary condition forRPoh(bi) to be less
than unity can be expressed as

∆(b0, bi) ≤ Hp(Sb0 , Db0). (7)

If the route deflection distance is zero,∆ = 0, under the low
loading assumption, (6) is reduced to

RPoh(bi) =
Hp(Sb0 , Dbi)

Hp(Sb0 , Db0) + Hp(Sb0 , Dbi)
, (8)

which is always less than unity. In this case,RPoh(bi) will be
smaller for sub-bursts with shorter hop distance fromSb0 to Dbi :
Hp(Sb0 , Dbi).

(b) LG ≥ LMIN , Lb0 , Lbi < LMIN : In this case (5) will be
reduced to

RPoh(bi) =
Hp(Sb0 , Db0) · (LG/LMIN ) + Hp(Db0 , Dbi)

Hp(Sb0 , Db0) + Hp(Sb0 , Dbi)
. (9)

Rewriting the above expression in terms of∆, we obtain

∆(b0, bi) ≤ Hp(Sb0 , Db0)(1− ε) where 0 ≤ ε < 1. (10)

The parameterε is proportional tor = LG/LMIN and it is
defined such that1 + ε = min(1, r). Comparing (6) and (9),
suggests that as long asLG < LMIN and Hp(Db0 , Dbi

) <
Hp(Sb0 , Dbi), the timed-out sub-burst can be groomed withbi.
However, as the load increases andLG > LMIN , less grooming
can be expected.

(c) Lbi ≈ LG ≥ LMIN , Lb0 < LMIN : In this case (5) can be
expressed as

RPoh(bi) =
Hp(Sb0 , Db0) + Hp(Db0 , Dbi)

Hp(Sb0 , Db0) · (LG/LMIN ) + Hp(Sb0 , Dbi)
. (11)

Using the definition for∆, the above expression can be rewritten
as

∆(b0, bi) ≤ Hp(Sb0 , Db0) · ε where 0 < ε ≤ LMIN/LMAX ,
(12)

with LMAX being the maximum allowed burst length.
In the above discussion we can clearly see that, in order to

minimize routing and padding overhead, MinTO continuously
attempts to groom multiple small sub-bursts, whose destinations
are closest toDb0 . On the contrary, the NoRO algorithm mainly
attempts to find the largest available sub-burst traveling along the
timed-out sub-burst’s path. We refer to these characteristics as
grooming aggressivenessandpacket aggregation aggressiveness.
An interesting observation in comparing (7), (10), and (12) is that
as the network load increases smaller route deflection distance
will be allowed and hence, less grooming opportunities will
be provided by MinTO. Furthermore, the above relationships
show that under certain network conditions, MinTO reduces
the overall overhead in the network by introducing minimum
routing overhead,∆ 6= 0. This is different from NoRO, which
aggressively attempts to search for the largest available sub-bursts
to be groomed, regardless of the network load.

We illustrate the behavior of the NoRO and MinTO using the
example shown in Fig. 4, where a 5-node network with a single
optical channel between each node pair is considered. We assume
at Nodea sub-burstby is timed out and can be groomed with
one of the available sub-bursts:bw, bx, or bz. Using the NoRO
algorithm, if we groom sub-burstby with bz, the lowestRoh value
can be obtained. On the other hand, using the MinTO algorithm,
the grooming choice changes depending on the length ratio of
the available sub-bursts, namely,bw, bx, andbz, overLMIN . For
example, assuming the length ofbz is much larger thanLbx and
Lbw , the value ofRPoh for bx, bz and bw varies depending on
the length of the timed-out sub-burst,by, as shown in Fig. 5.
It can be seen, that for high values ofLby/LMIN , RPoh(bx)
will be the smallest and hence,bx will be selected to be groomed
with by. This shows, that under special circumstances, the MinTO
algorithm prefers to groom with an available sub-burst which
results in larger route deflection distance. Fig. 6 demonstrates
the range where the value ofRPoh(bw), with ∆(b0, bw) = 2 is
smaller thanRPoh(bx) with ∆(b0, bx) = 1.

IV. PERFORMANCE RESULTS

In this section we present the simulation results obtained by
implementing the NoRO and MinTO algorithms and examine
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Fig. 8. IP Packet probability of blocking for different
minimum burst length requirements,LMIN =250 and
350, when no grooming is implemented.

different modifications to each. We have chosen the NSFNet
backbone, shown in Fig. 7, as our test network. In this network,
we assume each link is bi-directional with a fiber in each direction
and the transmission rate is 10 Gbps. Our simulation model was
developed based on the following assumptions: IP packet arrivals
into the OBS network are Poisson withλ denoting their arrival
rate and they are uniformly distributed over all sender-receiver
pairs; IP packet length is fixed with 1250 bytes; the end-to-end
allowed IP Packet delay is 50 ms; the switching time at the core
node is 250µs, requiring a minimum burst length of 250 packets
for each data burst; each data burst can carry maximum of 2500
IP packets; and the data burst preamble size is 16 bytes. We also
assume all nodes support data burst grooming capacity and are
equipped with no wavelength convertors, and that each link has 8
wavelengths. We adopt the latest available unscheduled channel
(LAUC) algorithm to schedule data bursts at the core nodes.
Furthermore, we only consider timed-based assembly and assume
all sub-bursts can be groomed as long as their accumulated length
is less than the minimum required length. In our simulation study
we mainly focus on the light traffic load scenario where sub-
bursts typically time out before they reach their minimum required
length,LMIN and hence, their average length,LAV G is less than
LMIN . Recall that the minimum required length (in terms of
number of IP packets) is determined by the core node’s switching
time (in µs) and hence, we use these terms interchangeably. Also
note that the average burst length between a node pair amongN
nodes, when no grooming is applied, can be calculated in terms
of the network offered load as follows:

LAV G =
λ

N · (N − 1)
· To, (13)

whereTo is the tim-out value and we assume it is the same for
all sub-bursts.

In our C-based simulation model we used confidence interval
accuracy as the controlling factor. For each case of interest,
the simulation was run until a confidence interval level of 90%
was observed and an acceptably tight confidence interval were
achieved. Calculations of the confidence interval were based on
the variance within the collected observations [14]. All simula-
tions were performed on a UNIX-based multiprocessor machine.

We first justify the importance of grooming as the core node’s
switching time increases. Fig. 8 compares the normalized network
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Fig. 9. Probability of blocking using NoRO with
different GMAX values: 2, 3, and 6.
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Fig. 10. Normalized link load carried in the network,
including padding overhead obtained by implementing
NoRO for GMAX=2, 3 and 6
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Fig. 11. Average data burst length per link (in number
of IP packets) forGMAX=2 and 6 whenr =0.6 using
NoRO.

100


1000


10000


1
 3
 5
 7
 9
 11
 13
 15
 17
 19
 21
 23
 25
 27
 29
 31
 33
 35
 37
 39
 41


LengthVar_Gmax2


LengthVar_Gmax6


Network Link --->


D
at

a 
B

u
rs

t 
L

en
g

th
 V

ar
ia

n
ce



 (

r 
= 

0.
6)

  


Fig. 12. Variance of data burst length per link for
GMAX=2 and 6 whenr =0.6 using NoRO.

39


41


43


45


47


49


0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4


NoRO_Gmax2


NoRO_Gmax3


NoRO_Gmax6
A
ve

ra
g

e 
E

n
d

-t
o

-E
n

d
 P

ac
ke

t 
D

el
ay

 


Lavg/Lmin --->
r --->


Fig. 13. Average end-to-end packet delay using NoRO
with different GMAX values: 2, 3, and 6.
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Fig. 14. Implementing NoRO with and without length
constraint forGMAX =2 and 6.

utilization when LMIN changes from 250 to 350 IP packets,
as the network load increases. In this figure we represent the
network load as the average number of IP packets assembled in
each timed-out sub-burst, denoted asLAV G. Note that if the burst
length is smaller thanLMIN , padding overhead will be added.
Hence, for a given IP packet arrival rate, asLMIN becomes larger,
more sub-bursts will be timed out before reaching their minimum
length requirement. Consequently, more padding overhead will
be generated and the link utilization is increased, resulting in
higher packet blocking probability. We continue this section by
first characterizing each grooming algorithm in details and then
comparing them together and to the case in which no grooming
is implemented.

A. Characterizing the NoRO algorithm

Fig. 9 shows the IP packet blocking as a function of average
length ratio, r = LAV G/LMIN , when the NoRO grooming
algorithm is implemented for different maximum grooming set
sizes:GMAX =2, 3, and 6. As this figure suggests, under very
light traffic condition,r < 0.45, as more data bursts are allowed
to be groomed together, lower IP packet blocking probability can
be achieved. Note that under our simulation assumptions, further
increase in the maximum number of sub-bursts which can be
groomed in a single burst,GMAX > 6, does not result in further
performance improvement. This is due to practical limitations on
the number available sub-bursts in virtual queues.

Under higher loading conditions, when0.45 ≤ r < 0.85, as
GMAX increases and more sub-bursts are allowed to be groomed



together, IP packet blocking probability increases. As the load
continues to increase,r ≥ 0.85, only a small percentage of sub-
bursts are shorter than the minimum required length and hence,
less grooming will take place. Under this loading scenario, as Fig.
9 suggests, the performance with differentGMAX values, tend to
result in similar packet blocking probability.

Our simulation results, as shown in Fig. 10, indicate that in
general, whenr < 1, asGMAX increases, lower link load can be
achieved. This contradicts the results in Fig. 9, which suggests
that when0.45 ≤ r < 0.85 for higher GMAX values higher
packet blocking is obtained. In order to understand this paradox,
we examine the traffic characteristics throughout the network due
to burst grooming. Fig. 11 shows the mean burst length generated
on each link forr =0.6. Note that under light loading condition,
the difference between the average length is slightly higher when
GMAX = 6 compared to whenGMAX = 2. It can also be shown
that the mean interarrival time on each link asGMAX changes
from 2 to 6 slightly increases. Fig. 12 compares the variance of
data burst length transmitted on links 1 through 42 forGMAX =2
and 6 whenr = 0.6. This figure shows that asGMAX increases
from 2 to 6, the variance of burst length considerably increases
as well. This is one possible reason that IP blocking is higher for
larger values ofGMAX under light network loading. Note that
that when the traffic loading is very low,V ar(LAV G)|GMAX=6

andV ar(LAV G)|GMAX=2 are much smaller and relatively close
to each other.

The average end-to-end packet delay obtained from NoRO is
shown in Fig. 13. Note that, asGMAX increases, lower average
delay can be achieved. This is due to the fact that by allowing
higher number of sub-bursts to be groomed in a single burst,
fewer sub-bursts will have to wait until they are timed out.
Consequently, fewer sub-bursts experience the maximum end-
to-end delay. As we mentioned before, increasing the value of
GMAX beyond 6, due to practical limitations of the number of
available sub-bursts in virtual queues, will not result in further
improvement in average end-to-end packet delay.

A possible modification to the NoRO algorithm is to disallow
the length of the groomed data sub-burst to become larger
than LMIN , LG ≤ LMIN . We call this approach the NoRO
algorithm with length constraint, NoRO-WLC. Fig. 14 compares
the performance of NoRO with no length constraint, NoRO-NLC,
and NoRO-WLC forGMAX=2 and 6 in terms of IP packet
blocking probability. Note that at low loads the two approaches
are relatively comparable. However, as the network load increases,
the NoRO-NLC tends to be more aggressive and more sub-
bursts will be subject to grooming. Hence, a slightly better packet
blocking can be obtained for NoRO-NLC. For the remaining of
this paper we ignore NoRO-WLC and only focus on NoRO-NLC
and refer to it as NoRO.

The above results obtained for different network loading con-
ditions, indicate that when the network loading is very light, the
data burst blocking probability of success is almostindependent
of the average data burst length and closely related to thenumber
of bursts generated in the network. Therefore, by allowing more
sub-bursts to be groomed together, lower blocking and average
end-to-end packet delay can be expected. On the other hand,
at higher loads, although having higherGMAX values result in
fewer number of bursts generated into the network, the expected
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Fig. 15. IP packet blocking probability using MinTO
with different GMAX values: 2, 3 and 6.
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Fig. 16. Average end-to-end IP packet delay using
MinTO with different GMAX values: 2, 3, and 6.
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Fig. 17. Probability of blocking using variations of
MinTO (MinRO-NRO and MinTO-WRO) with different
route deflection distance,∆, constraints whenGMAX =
2.

average burst length will be higher. Under such conditions, data
burst probability of success becomes more correlated to the traffic
behavior. By allowing higher number of sub-bursts to be groomed
in a single burst, the traffic behaves more bursty, which in turn
can increase the IP packet blocking probability.

B. Characterizing the MinTO algorithm

We now examine the performance of the MinTO algorithm.
Fig. 15 compares the performance of MinTO in terms of packet
blocking probability forGMAX=2, 3, and 6. Note that in general,
the performance results in terms of packet blocking and delay
obtained for MinTO follow similar trends as discussed for NoRO.

In order to gain an insight into the MinTO algorithm operation,
we investigate its performance under different route deflection
distance,∆, constraints. Hence, we develop two variations to



MinTO, which differ in the way available sub-bursts are selected
for grooming with a timed-out sub-burst and the way they are
routed. Note that in the following cases, data burst grooming can
only be allowed if (5) is less than or equal unity:

- MinTO with no routing overhead,∆ = 0 (MinTO-NRO):
This is the case in which the timed-out sub-burst,b0, can only be
groomed with sub-bursts whose shortest path overlaps the shortest
route betweenSb0 andDb0 .

- MinTO with routing overhead only,∆ > 0 (MinTO-WRO):
In this case the timed-out sub-burst,b0, only grooms with other
sub-bursts whose shortest pathdoes notoverlap the shortest path
betweenSb0 and Db0 . Therefore, in this case any attached sub-
burst,bi, is expected to detour from its shortest path by∆ hops.

Fig. 17 compares the IP packet blocking probability achieved
by MinTO-NRO and MinTO-WRO, whenGMAX is limited to
2. It can be shown that in general, under very light traffic
conditions, r < 0.45, MinTO-NRO provides more grooming
opportunities. As the network load increases,0.45 ≤ r < 0.85,
MinTO-NRO continues to outperform MinTO-WRO. However,
this performance improvement is less significant. This is mainly
due to the fact that, in general, as the network load increases,
the impact of additional padding overhead is less significant
and hence, the relative efficiency of MinRoh-NRO in terms
of reducing the padding overhead becomes less notable. Under
higher loading condition,r ≥ 0.85 the performance of MinTO-
NRO starts degrading when compared to MinTO-WRO. Such
decline in performance is the direct result of having high variance
due to relatively higher aggregation aggressiveness of MinTO-
NRO.

MinTO combines the results obtained from MinTO-NRO and
MinTO-WRO. In fact, Fig. 17 suggests that when MinTO is not
constrained (∆ ≥ 0), the overall packet blocking probability is
slightly improved compared to the lowest performance from either
MinTO-NRO or MinTO-WRO. The results obtained for MinTO
indicate that at lower loads, the improvements are mainly due
to having no routing overhead. On the other hand, at higher
loads, such improvements are primarily due to minimizing the
padding overhead while reducing the traffic burstiness through a
less aggressive grooming approach.

A major drawback of MinTO is that it can potentially send
some sub-bursts through long paths, causing significant route
deflection distance. Consequently, these sub-bursts will be more
vulnerable to blocking at intermediate nodes. One way to avoid
excessive route deflection is to impose an upper bound on the
maximum route deflection distance, for example∆ ≤ 1. Fig. 17
shows that under such constraint, at higher loads, slightly lower
packet blocking can be achieved. The tradeoff for such constraint
is, of course, higher average end-to-end packet delay.

As a final note, we highlight the fact that the results described
for MinTO-NRO and MinTO-WRO, can also be verified by
(7), (10), and (12). Since∆ = 0 in MinTO-NRO, the above
expressions are always satisfied. However, in case of MinTO-
WRO, as the network load increases, less grooming will be
performed. Furthermore, it is interesting to mention that generally,
in terms of aggregating more IP packets into a data burst by means
of grooming, MinTO-NRO is less aggressive than NoRO. This is
because NoRO attempts to groom the timed-out sub-bursts with
the largest available sub-burst. On the other hand, the objective
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Fig. 18. Comparing the average number of sub-bursts
groomed in a single burst using NoRO and MinTO for
GMAX=2 and 6.
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Fig. 19. Comparing the blocking probability using
NoRO and MinTO forGMAX=2 and 6.
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Fig. 20. Comparing the average end-to-end packet delay
using NoRO and MinTO forGMAX=2 and 6.

of MinTO-NRO is to minimize the padding and hence, it tends
to find the smallest available sub-burst for grooming. In the rest
of this section, we only consider MinTO where∆ ≥ 0.

C. Grooming algorithm comparison

In this section we compare the performance of NoRO and
MinTO with the case when no grooming is applied. Fig. 18
shows the average size of the grooming set,|G|, obtained for
GMAX =2 and 6 when NoRO and MinTO algorithms are imple-
mented. WhenGMAX =2, |G| is limited to 2 for both grooming
approaches. On the other hand, whenGMAX =6, there is no
practical limitations in terms of|G|. In this case, under very light
traffic condition, NoRO provides higher grooming opportunities.
As the network load increases, MinTO tends to allow more
sub-bursts to be groomed in a single burst. Eventually, as the



network load becomes large enough, the grooming capability of
both algorithms becomes the same until no grooming is required
anymore.

Fig. 19 shows the packet blocking probability obtained by
implementing the NoRO and MinTO forGMAX =2 and 6. Under
very light loading condition,r < 0.45 as we mentioned earlier,
the performance of the grooming algorithm closely follows the
link utilization. Hence, a more aggressive approach, where more
sub-bursts with longer average lengths are groomed can further
improve the performance. WhenGMAX is large, GMAX =6,
and there is no practical limitation on how many sub-bursts can
be groomed, NoRO results in higher average grooming size,|G|.
Similarly, when the maximum number of sub-bursts which can
be groomed is limited, sayGMAX =2, NoRO still outperforms
MinTO. In this case, although each timed-out sub-burst can only
be groomed with a single sub-burst, NoRO tends to select the
sub-burst with the largest length.

As the load increases beyond0.45 ≤ r < 0.85, MinTO
tends to allow more sub-bursts to be packed into a single burst.
This is primarily due to the fact that NoRO tends to groom
with the largest available sub-burst, whereas, MinTO attempts
to minimize the accumulated overhead and hence it tends to
groom with shorter sub-bursts. Consequently, as Fig. 19 suggests,
whenGMAX is large, say 6, under such traffic condition, MinTO
outperforms NoRO in terms of packet blocking probability. On
the other hand, whenGMAX is limited to 2, |G| will be the
same for both grooming approaches. Recall that the performance
of MinTO under light traffic regime is governed by MinTO-NRO,
which, as we explained, is less aggressive than NoRO in terms
of packet aggregation. Therefore, NoRO results in slightly lower
overall padding and blocking, as shown in Fig. 19.

An interesting observation in Fig. 19 is that under moderate
traffic load, r ≥ 0.85, when GMAX is not limited, the per-
formance of both grooming algorithms become slightlyworse
than when no grooming is implemented. In such cases data burst
grooming results in high variant traffic characteristic and thus, the
network performance degrades. On the other hand, with limited
GMAX , at moderate loads, both grooming approaches consid-
erably outperform the case when no grooming is implemented.
Note that under such traffic scenario, MinTO tends to outperform
NoRO in terms of packet blocking probability. This is due to
higher variance and bursty traffic behavior resulted by NoRO
at moderate loading condition, due to its packet aggregation
aggressiveness.

As a final note, it must be pointed out that atr ≈0.45, the
performance of both algorithms is the same. This is due to the
fact that at this crossing point, with uniform traffic, all statistical
parameters, including the average length,|G|, utilization, etc. are
the same.

Fig. 20 shows the average end-to-end packet delay obtained
by implementing NoRO and MinTO. As this figure suggests, in
general, the average end-to-end packet delay due to grooming is
much less than the case in which no grooming is implemented.
Under very low loads,r < 0.45, the MinTO slightly outperform
NoRO regardless of theGMAX value. However, as the load
increases,0.45 ≤ r < 0.85, NoRO results in higher average delay
compared to MinTO. This is due to the fact that in the NoRO
algorithm, timed out sub-bursts tend to be groomed with longer
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Fig. 21. Comparing the packet blocking probability
using NoRoh and no grooming for differentTe values.
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Fig. 22. The percentage PBP improvement with and
without NoRoh asLMIN changes from 250 to 350 for
GMAX = 2

sub-bursts. Therefore, on average, IP packets will be spending
longer time in the assembly unit. Clearly, as the load increases, the
impact of burst grooming is reduced andTAV G

e tends to become
the same as the case with no grooming.

The above results indicate that in general, when burst grooming
is applicable, both NoRO and MinTO grooming approaches can
reduce the link load as well as the average end-to-end packet de-
lay. On the other hand, these grooming techniques tend to increase
traffic burstiness on network links. Depending on the network
loading condition, NoRO and MinTO perform differently. When
the load is very low, allowing unlimited number of sub-bursts
to be groomed together results in better performance, both in
terms of packet blocking and average end-to-end delay. Under
light loading condition, the NoRO algorithm results in higher
IP packet aggregation than the MinTO algorithm. As the load
increases,GMAX must be limited to 2 in order to avoid altering
the traffic characteristic and becoming highly bursty.

D. Performance of NoRO under different network parameters

In this section we investigate the performance of the grooming
algorithms as the maximum end-to-end packet delay,Te, and the
minimum burst length requirement,LMIN , which is equivalent
to core node switching time, vary. Since both NoRO and MinTO
behave similarly under such changes, we only focus on perfor-
mance of the NoRO grooming algorithm.

In general, for a given switching time and average network
load, asTe decreases, data bursts time out earlier and hence, the
average data burst length tends to become smaller. Consequently,



more overhead will be generated and higher packet blocking
probability is expected. Fig. 21 shows the packet blocking prob-
ability using NoRO forGMAX=2 andTe=50 and 60 ms. This
figure suggests that for a given network load and switching time,
NoRO is more effective in terms of packet blocking probability
for smaller values ofTe.

It can be shown that in general, the behavior of NoRO in
terms packet blocking probability and average end-to-end delay
for different values of maximum grooming sizes,GMAX =1, 2, 3,
and 6, remains the same, regardless of the minimum burst length
requirement,LMIN . Hence, under low loading conditions, for
larger values ofLMIN , allowing more sub-bursts to be groomed
in a single burst, will be more effective. Fig. 22 shows the
percentage performance improvement of NoRO withGMAX = 2
compared to no grooming, asLMIN changes from 250 to 350.
This figure is plotted as a function of network load represented
in terms of average burst length. Fig. 22 suggests that asLMIN

increases, NoRO become more effective for higher network loads,
until average burst size becomes comparable with the minimum
burst length requirement. Similarly, it can be shown that for a
given network load andTe, asLMIN increases burst grooming
can become more effective in terms of lowering the average end-
to-end packet delay.

V. CONCLUSION

In this paper we discussed the problem of data burst grooming
in optical burst-switched networks. The main motivation for this
study is improving network performance when the traffic load is
light and the core node’s switching time is larger than the average
size of sub-bursts. Under such assumptions, sub-bursts will time
out before they reach their minimum required length, and hence,
padding overhead must be added. We developed two grooming
algorithms, namely MinTO and NoRO, which aggregate multiple
small sub-bursts together in order to reduce the padding overhead,
while minimizing any added routing overhead.

Through a comprehensive simulation study we investigated the
performance of the MinTO and NoRO algorithms in terms of
packet blocking probability and average end-to-end delay. Our
results show that, in general, the proposed grooming algorithms
can significantly improve the performance when compared with
the case with no grooming. However, careful considerations must
be given to network loading condition and the number of sub-
bursts allowed to be groomed together. We showed that simple
greedy algorithms will not perform sufficiently due to the fact
that they alter the network traffic characteristics negatively and
make it more bursty.

In this study, we demonstrated that with limited grooming
the network packet blocking probability can be considerably
improved, and the average end-to-end packet delay throughout
the OBS network can be decreased. Under particular network
conditions, the performance can farther be improved if higher
number of sub-bursts are allowed to be groomed.

One area of future work would be to extend the proposed
burst grooming framework such that it can support service dif-
ferentiation and QoS. Another problem is to study the data burst
grooming under static traffic scenario, where the average traffic
between each node pair is known in advance.
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